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ABSTRACT

The complexity of atmospheric instabilities is investigated by a combination of numerical experiments and diagnostic tools that do not require the assumption of linear error dynamics. These tools include the well-established analysis of the local energetics of the atmospheric flow and the recently introduced ensemble dimension (E dimension). The E dimension is a local measure that varies in both space and time and quantifies the distribution of the variance between phase space directions for an ensemble of nonlinear model solutions over a geographically localized region. The E dimension is maximal, that is, equal to the number of ensemble members (k), when the variance is equally distributed between k phase space directions. The more unevenly distributed the variance, the lower the E dimension.

Numerical experiments with the state-of-the-art operational Global Forecast System (GFS) of the National Centers for Environmental Prediction (NCEP) at a reduced resolution are carried out to investigate the spatiotemporal evolution of the E dimension. This evolution is characterized by an initial transient phase in which coherent regions of low dimensionality develop through a rapid local decay of the E dimension. The typical duration of the transient is between 12 and 48 h depending on the flow; after the initial transient, the E dimension gradually increases with time.

The main goal of this study is to identify processes that contribute to transient local low-dimensional behavior. Case studies are presented to show that local baroclinic and barotropic instabilities, downstream development of upper-tropospheric wave packets, phase shifts of finite amplitude waves, anticyclonic wave breaking, and some combinations of these processes can all play crucial roles in lowering the E dimension.

The practical implication of the results is that a wide range of synoptic-scale weather events may exist whose prediction can be significantly improved in the short and early medium range by enhancing the prediction of only a few local phase space directions. This potential is demonstrated by a reexamination of the targeted weather observations missions from the 2000 Winter Storm Reconnaissance (WSR00) program.

1. Introduction

The complexity of a nonlinear dynamical system is typically characterized by estimating the dimensionality of its dynamics (e.g., Ott 2002; Alligood et al. 1997). In dynamical systems theory, the most frequently used estimate, which has been successfully applied to low-dimensional analogues of the atmosphere (Vannitsem and Nicolis 1997; Lorenz and Emanuel 1998), is the Lyapunov or Kaplan–Yorke (1979) dimension. However, for a high-dimensional, spatiotemporal dynamical system, such as a realistic dynamical model of the atmosphere, computation of the Lyapunov dimension is not feasible. Thus, quantifying the dimensionality of atmospheric dynamics requires a different approach.

A dimension definition that was specifically designed for large degree-of-freedom, spatiotemporally chaotic dynamical systems, such as the weather prediction models, is the Bred Vector Dimension (BV dimension) introduced by Patil et al. (2001). This measure estimates the dimensionality based on a principal component analysis of an ensemble of model forecasts over localized geographical regions. A critical distinction be-
between the BV-dimension and traditional definitions of dimensions that are global and independent of space and time is that the BV-dimension is a local quantity that varies in both space and time. We note that this local measure is called the BV-dimension only for historical reasons, as it was first applied to an ensemble of bred vectors. Since it can be used for any ensemble of model solutions, regardless of the ensemble generation technique, we prefer to call it the ensemble dimension (E dimension).

The main goal of this paper is to identify processes of the atmospheric dynamics that can lead to extremely low-dimensional behavior in highly localized geographical regions. This low-dimensional behavior, first observed by Patil et al. (2001), is a transient phenomenon that occurs in the first few days of the evolution of the ensemble. The motivation for this project is more than scientific curiosity. Several important studies (and also some operationally implemented techniques) are based on the implicit assumption that errors in the short- and early medium-range (1–4 days) forecasts evolve in a low-dimensional space. For instance, the general success of the now operational targeted weather observation programs (Szunyogh et al. 2000, 2002b; Toth et al. 2001, 2002) is a strong indication that low-dimensional regions may play a crucial role in the predictability of localized severe weather events such as extratropical winter storms. These operational programs use a small (10–25 member) ensemble of numerical weather forecasts to identify the optimal geographical region (of about 500–1000-km radius) for collecting a small number (10–20) of extra dropsonde observations with the goal of improving the prediction of a particular forecast event (Bishop and Toth 1999; Bishop et al. 2001; Majumdar et al. 2001). This strategy would not be effective if local low-dimensionality did not exist.

The notion that local low-dimensionality can play an important role in atmospheric predictability is not new. For instance, the leading (right) singular vectors of the matrix that represents the tangent linear map of the nonlinear trajectories of the atmospheric models have a long history of use in studying atmospheric instabilities (e.g., Farrell 1985, 1989). The singular vectors of a model based on the primitive equations are geographically localized structures, and only a few of them occur in the same region at a given time (e.g., Buizza et al. 1993; Buizza and Palmer 1995). The success of using singular vectors or the closely related sensitivity gradient (e.g., Rabier et al. 1992; Errico et al. 1993) in operational ensemble forecasting (Molteni et al. 1996), finding the origin of unusually large localized forecast errors (e.g., Rabier et al. 1996), and determining the optimal locations of targeted weather observations (e.g., Bergot et al. 1999; Gelaro et al. 1999; Palmer et al. 1998; Leutbecher 2003) provides further evidence that the local dimensionality of the atmospheric flow can be low. Furthermore, Vannitsem and Nicolis (1998) and Vannitsem (2001) argued that the dominant Lyapunov vector (a single perturbation pattern) can efficiently characterize the short-term predictability of the quasi-geostrophic flow in the Northern Hemisphere midlatitudes.

The study presented here is based on diagnostic tools that do not require the assumption of linear error dynamics. In addition to the E dimension, our diagnostics include wave packet analysis based on the Hilbert transform (Zimin et al. 2003) and the eddy kinetic energy balance equation (Orlanski and Katzfey 1991; Orlanski and Chang 1993; Chang 2000). These tools allow us to identify processes in which complex interactions between atmospheric instabilities play an important role and lead to the development of local low-dimensionality in nontrivial ways. Our results indicate that in a low-dimensional region, the dominant uncertainties in the state estimate may remain confined to a low-dimensional vector space for several days. Furthermore, there exists a wide variety of dynamical processes at the synoptic and large scales that can lead to the development of coherent low-dimensional regions with a typical life span from 1 to 3 days long. On the practical side, these results imply that improving the analysis in a low-dimensional region also improves the forecasts at least as long as the low-dimensionality prevails. The potential for such forecast improvements can be exploited by improving the analysis techniques, targeting weather observations, and/or optimizing the fixed global observing network (Bishop et al. 2003).

We detail our study in the following format: Section 2 gives a short description of the E dimension, section 3 explains its application to a state-of-the-art global weather prediction model [the National Centers for Environmental Prediction (NCEP) Global Forecast System (GFS)], and section 4 provides examples for the development of local low-dimensionality in the atmosphere. These examples show a number of scenarios involving such atmospheric processes as local baroclinic and barotropic instabilities, downstream development (e.g., Orlanski and Chang 1993), uncertainty in the phase of finite amplitude waves generated by earlier instabilities (Snyder 1999), and anticyclonic wave breaking in the exit region of the Pacific jet (Orlanski 2003). The latter example is especially interesting, since strong low-dimensionality in the region of the breaking wave can explain an unexpected result of the 2000 Winter Storm Reconnaissance targeted observation program (Szunyogh et al. 2002b): the largest forecast improvement during the field program was a much-improved prediction of an anticyclonic wave breaking (also analyzed in this paper). Finally, our conclusions are summarized in section 5.

2. E dimension

The E dimension measures the effective dimension spanned by a k-member set of ensemble perturbations
in a local geographical region at a given time. The E dimension can characterize the effective number of dominant directions in the vector space spanned by the ensemble perturbations by giving more weight to directions that explain larger portions of the total ensemble variance. This is a unique feature of the E dimension, since the most frequently used measure, the $\varepsilon$ rank (e.g., Golub and Van Loan 1989), gives equal weight to all directions that explain more variance than an arbitrarily chosen small $\varepsilon$.

In what follows, we first outline the procedure for computing the E dimension and then provide a more detailed description:

1) The ensemble perturbations are defined as the difference between the ensemble members and the ensemble mean.
2) At each grid point, a local region is defined that includes all grid points in a local neighborhood.
3) For each local region and for each ensemble member, a local vector is formed consisting of all dynamical variables of the ensemble perturbation within the local region.
4) The local vectors in each local region are combined to form a matrix whose columns contain the local vectors for all ensemble members.
5) A singular value decomposition is performed on this matrix, resulting in a set of singular values.
6) The E dimension is computed as a statistic on the singular values [see Eq. (1) below].

Definitions and basic properties

The $k$ local vectors form the columns of a $V \times k$ matrix, $\mathbf{B}$, where $V$ is the number of components (grid point variables) in each local region. The $k \times k$ covariance matrix of $\mathbf{B}$ is $\mathbf{C} = \mathbf{B}^T \mathbf{B}$, where $\mathbf{B}^T$ is the transpose of $\mathbf{B}$. Since the covariance matrix is nonnegative definite and symmetric, its $k$ eigenvalues $\lambda_i$, $i = 1 \ldots k$, are nonnegative ($\lambda_i \geq 0$), and its eigenvectors, after multiplying by $\mathbf{B}$ and normalizing, form an orthonormal set of vectors $\mathbf{v}_i$ that span the column space of $\mathbf{B}$. The singular values of $\mathbf{B}$ are $\sigma_i = \sqrt{\lambda_i}$, and we order them such that $\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_k$. The total variance in the ensemble of $k$ local vectors is equal to the sum of $\sigma_i^2 = \lambda_i$ over all $k$ singular values, since $\sigma_i^2$ is the variance in the direction $\mathbf{v}_i$. (The directions $\mathbf{v}_i$, $i = 1, 2, \ldots, k$ represent orthogonal patterns in the ensemble of perturbations.)

By determining the number of directions that represent most of the variance in the ensemble of perturbations, we can define an effective dimension spanned by the $k$ local vectors. For example, if two out of five singular values were zero and the remaining three were all equal, then the subspace spanned by the $k$ local vectors would be three-dimensional. However, the smallest singular values of $\mathbf{B}$ (and any matrix based on experimental data) are typically nonzero, though some of them can be extremely small. One option is to use thresholding, whereby the dimension is defined by either the number of singular values that are larger than $\varepsilon$ (hereafter referred to as $d_\varepsilon$) or the number of principal components that explain $1 - \varepsilon$ percent of the variance in the ensemble (hereafter referred to as $d_\varepsilon$). These measures equally weight each phase space direction represented by the nonzero singular values, regardless of the variance explained by that direction. This approach is not suitable for us, since we are looking for a measure that gives larger weight to the directions that explain a larger portion of the variance. Instead, we use the E dimension,

$$E(\sigma_1, \sigma_2, \ldots, \sigma_k) = \frac{\sum_{i=1}^{k} \sigma_i^2}{\sum_{i=1}^{k} \sigma_i^2},$$

which returns a (typically) noninteger value between 1 and $k$. The E dimension is a continuous function of the singular values that yields the value $N$ when each vector explains 100/N percent of the variance of the ensemble. It is the simplest function we could construct that meets that criterion.

The response of the E dimension to changes in the distribution of the variance amongst the various directions of the phase space is illustrated by several simple cases in the appendix. We emphasize three key features: 1) if the ensemble consists of small perturbations purely due to noise or numerical error, the E dimension will be near $k$, representing equal distribution of the variance; 2) when dynamical instabilities lead to the development of dominant directions of uncertainty, the E dimension becomes substantially lower and insensitive to small changes in the singular values ($\sigma_i$) due to noise or numerical error; and 3) the E dimension does not depend on the total ensemble variance (spread), that is, an increasing ensemble spread does not change the E dimension unless the increase of the variance is unevenly distributed between the different phase space directions $\mathbf{v}_i$, $i = 1, 2, \ldots, k$ (e.g., when the variance is growing in a single phase space direction).

Low dimensionality is a property that eventually breaks down with increasing forecast time. This occurs as a result of the increasing number of active degrees of freedom that contribute to the local error dynamics. While improving forecasts in a low-dimensional region requires the better prediction of only a few important degrees of freedom, reducing the errors in a high-dimensional region requires improved prediction of many degrees of freedom. This, we believe, makes reducing the forecast errors increasingly harder as dimensionality increases. The case when high dimensionality is due to the complexity of the error dynamics, and not due to noise, can be recognized by the larger amplitude of the ensemble perturbations (Patil et al. 2001).

We note that potential applications of a statistic for-
mally identical to Eq. (1) were discussed by Bretherton et al. (1999). They considered its use as a measure “of the effective number of spatial degrees of freedom (ESDOF), or number of independently varying spatial patterns, of a time-varying field of data.” We use the formula as a spatiotemporally varying measure of the effective number of spatial degrees of freedom in a set of ensemble perturbations. Our strategy is motivated by the belief that high-dimensionality is a fundamental property of the atmospheric flow; thus searching for a limited number of independently varying global spatial patterns is not practical when synoptic- and smaller-scale motions are also considered.

3. Application to the NCEP global model

We investigate the relationship between atmospheric dynamics and the E dimension using a T-62, 28-level version of the operational NCEP GFS. For each case investigated here, our dataset consists of 1) a control forecast started from an operational NCEP analysis and 2) a 30-pair ensemble of continuously evolved forecasts. The ensemble initial conditions were generated by a slightly modified version of the operationally implemented version of the breeding technique described in Iyengar et al. (1996) and Toth and Kalnay (1997). The modifications, which included increasing the rescaling frequency from 24 to 6 h and reducing the magnitude of the initial perturbations by a factor of \( \sqrt{2} \), were introduced to better represent the magnitude and probability distribution of the analysis uncertainty (Szunyogh et al. 2002a). We emphasize that the breeding algorithm was used only to generate the initial ensemble perturbations, and the computations of the E dimension are based on continuously evolved ensemble members.

When calculating the E dimension, the elements of the local vectors are calculated using an energy rescaling in order to transform the different physical variables to comparable quantities of the same physical dimension. The energy rescaling is defined so that the square of the Euclidian norm of the vector formed by the different variables has energy dimension. The transformation is also used at the European Centre for Medium-Range Weather Forecasts (ECMWF) to generate initial ensemble perturbations (Buizza et al. 1993). The transformed variables are defined by

\[
U_i l, V_i l, T_i l = \sqrt{P_i l} T_i l, V_i l = \sqrt{P_i l} T_i l, \quad C_p \quad l = \begin{bmatrix} C_p \quad l \end{bmatrix}, \quad T_i l = 273 \quad K; \quad P_i l = 1004 \quad 1 \quad K^{-1} \quad kg^{-1} \quad m^{-1} \quad K^{-1}, \quad R_d = 287 \quad J \quad mol^{-1} \quad K^{-1}.
\]

The total energy norm of Eq. (2) was first derived by Talagrand (1981) and studied in detail by Errico (2000). We note that this quantity is also used at the European Centre for Medium-Range Weather Forecasts (ECMWF) to generate initial ensemble perturbations (Buizza et al. 1993). The transformed variables are defined by

\[
U_i l, V_i l, T_i l = \sqrt{P_i l} T_i l, \quad U_i l = \sqrt{P_i l} T_i l, \quad V_i l = \sqrt{P_i l} T_i l, \quad C_p \quad l = \begin{bmatrix} C_p \quad l \end{bmatrix}, \quad T_i l = 273 \quad K; \quad P_i l = 1004 \quad 1 \quad K^{-1} \quad kg^{-1} \quad m^{-1} \quad K^{-1}, \quad R_d = 287 \quad J \quad mol^{-1} \quad K^{-1}.
\]

For the calculations of the E dimension that follow, we choose a box size of \( 5 \times 5 \) grid points, so that it covers an area of about 1100 km \( \times \) 1100 km in the midlatitudes. Since the model variables are output at 21 vertical levels (100, 97.5, 95, 92.5, 90, 85, 80, 75, 70, 65, 60, 55, 50, 45, 40, 35, 30, 25, 20, 15, and 10 KPa), each local vector is \( 5 \times 5 \times (3 \times 20 + 1) = 1525 \) dimensional, and the matrix B has size 1525 \( \times \) 30. Note that we use positive/negative \((p^+ / p^-)\) pairs of perturbations to define the local vectors by \( \frac{1}{2}(p^+ - p^-) \).

Figure 1 shows a typical map of the E dimension in the Northern Hemisphere for a 30-pair ensemble of 24-h forecasts. In this figure, and throughout the paper, the E dimension is colored with “hot” colors for low values and “cool” colors for high values. Note that many of the lowest-dimensional areas correspond to troughs, ridges, and waves in the atmospheric flow. This observation motivates us to examine the relationship between local atmospheric instabilities and local low-dimensionality.

Figure 2 illustrates the transient nature of local low-dimensionality. The areal mean of the E dimension decreases only in the initial phase of model integration, reaching a minimum, between 12 and 48 h depending on the atmospheric flow; then it gradually increases with time. The difference between the evolution of the E dimension on the different days is considerable in both hemispheres.

a. Dependence on the local region size

Our goal is to capture changes in the complexity of the atmospheric state at the synoptic scales. Since the scale of interest is only loosely defined, it is important to show that the low-dimensional regions are not sensitive to the choice of the local region size within a reasonable range. Figure 3 shows the E dimension for different local regions sizes between about 600 km by 600 km (3 by 3 grid points) and 2000 km by 2000 km (9 by 9 grid points). We find that the results are only weakly sensitive to the size of the region. Although the selection of a larger local region size slightly increases the E dimension, the spatial extent of the low-dimensional regions and the locations of the low-dimensional regions are not affected by the choice of the local region size.

b. Dependence on the number of ensemble members

When the ensemble size is increased, the E dimension is also expected to increase until the number of ensemble members becomes sufficiently large to cap-
ture all dynamically active phase space directions in the local region. Figure 4 shows the time average of the minimum and maximum E dimension in a time series of maps for an increasing number of ensemble members. While the dimension scales linearly with the ensemble size for pure noise, both the maximum and minimum start saturating at relatively small ensemble sizes for the bred vectors. The saturation is much faster for the minimum than for the maximum and the 30-member ensemble, the size selected for our further investigations, provides a good approximation of the minimum dimension. This feature is also well illustrated by Fig. 5, which shows the effect of the ensemble size on a selected low-dimensional region. Although the value of the E dimension is somewhat higher for the larger ensembles, the location of the low-dimensional region is not affected by the ensemble size. Figure 4 also shows that a 30-member ensemble is not sufficient to estimate the E dimension in the higher-dimensional regions.

The behavior of the low-dimensional regions can be explained by the unique shape of the singular value spectrum that characterizes them. Figure 6 shows the normalized singular value spectra averaged over all low, middle, and high (≤ 6, 6–12, and ≥ 12, respectively) E dimensional regions for an ensemble of bred vectors on a typical day (upper panel). The steep initial decay of the spectra for the low-dimensional regions shows that the ensemble variance is primarily contained in a few directions of the local phase space. Even more
striking is the result for the fraction-explained ensemble variance, defined by

\[
f(i) = \frac{\sum_{k=1}^{i} \sigma_k^2}{\sum_{k=1}^{N} \sigma_k^2},
\]

for the same regions (lower panel). To explain 95% of the variance \(f = 0.95\), the required number of singular values for low, medium, and high E dimensional regions are, respectively, 4, 8, and 15. Thus for the low-dimensional regions, only 4 out of a maximum 30 directions in the phase space are required to explain nearly all of the ensemble variance.

c. Local energetics

To identify the various mechanisms that affect the evolution of the atmospheric flow, all variables of the control forecast are partitioned into time mean and transient (eddy) components. The time mean is computed using a 1-month moving mean of the four daily operational analyses of NCEP, with the moving mean centered at the beginning of the forecast time of interest. The transient eddy components are determined by the deviation of the actual forecast values from their moving means. These transient components are then used to compute the terms in the local eddy kinetic energy balance equations (Orlanski and Katzfey 1991).

These energy tendencies have been extensively studied by Chang (2000) in relation to baroclinic life cycles, and we will use them to identify the energy transfer processes that lead to locally low-dimensional behavior. The local energetics are computed as vertically averaged quantities in pressure coordinates resulting in the equation

\[
\frac{\partial}{\partial t} \langle K_e \rangle = -\langle \nabla \cdot \mathbf{V} K_e \rangle - \langle \nabla \cdot \mathbf{v}_a \phi \rangle - \langle \omega \alpha \rangle \\
- \langle \mathbf{v} \cdot (\mathbf{v}_3 \cdot \nabla) \mathbf{V}_m \rangle - \langle \mathbf{v} \cdot (\mathbf{v}_3 \cdot \nabla) \mathbf{V} \rangle - \langle [\omega K_e]_b \rangle \\
+ [\omega K_e]_t - [\omega \phi]_b + [\omega \phi]_t + \langle \text{Residue} \rangle
\]

\[
\langle A \rangle = \frac{1}{p_b - p_t} \int_{p_t}^{p_b} A \, dp,
\]

where \(p_b\) is the surface pressure (typically 100 kPa), \(p_t\) is the pressure at the top of the vertical column (typi-
cally 10 kPa), and [ ] denotes a surface integral taken either on the top (t) or bottom (b) pressure surface. Lowercase terms and those with a subscript e indicate eddy components; a subscript m and an overbar indicate a time mean component; and a subscript a indicates an ageostrophic component. All vectors in bold are two-dimensional unless they have a subscript 3, in which case they are three-dimensional.

We choose to neglect both the surface fluxes (which are small) and the residue terms in our analysis, since the focus of this work is not a detailed study of the eddy kinetic energy balance. The remaining terms are the energy transport (advection of the eddy kinetic energy), divergence of the ageostrophic geopotential flux, baroclinic energy conversion, and barotropic energy conversion, respectively. Our experience is that the sum of these terms tends to overestimate the growth of eddy kinetic energy found by direct calculation, consistent with the observation (Chang 2000) that the residue term is dissipative in nature and thus is primarily negative.

Finally, we note that one has to be careful when interpreting the diagnostics based on the local energetics. Snyder (1999) showed a series of intriguing examples in which the perturbation growth was associated with a growing uncertainty in the phase of a propagating finite amplitude wave or coherent structure. Although this mechanism is very different from the idealized baroclinic and barotropic instabilities, in which an infinitesimal initial perturbation to a steady parallel flow starts growing, it is always associated with barotropic and baroclinic energy conversions. Since our eddies (defined by the deviation from the time mean flow) frequently have finite amplitudes that generate low-dimensional regions associated with differences in the phase of the waves, the mechanism described by Snyder (1999) certainly plays an important role in our examples.

4. Examples of locally low-dimensional behavior

a. Example 1: Pure baroclinic instability

The initial evolution of the atmospheric flow on 7 February 2000 at 30°–45°N, 120°W–180° shows a nearly textbook example of pure local baroclinic instability. A strongly localized region of baroclinic energy conver-
sion (Fig. 7) has developed just to the east of Japan, at the entrance to the Pacific storm track. The center of the baroclinic energy conversion in the vicinity of a weak trough coincides with a developing low-dimensional region. As time evolves, we see that the peak of the baroclinic energy conversion and the local minimum E dimension continue to propagate eastward together at a speed of about $15^\circ$ day$^{-1}$. In addition, the trough deepens significantly as a result of the strong baroclinic energy conversion, with the vertically averaged eddy kinetic energy growing by over 220% during this time.

We can also examine the local energy conversion terms by computing them in a moving box centered on a local minimum of the E dimension. This box and the box used for computing the E dimension have the same size: 5 by 5 grid points. In Fig. 8, we follow such a box centered on the local minimum of the E dimension and compute the average local energy conversion per grid point. Note that since the box is moving, additional terms would be required for the closure of the local energy equations (Chang 2000), but we opt to neglect those terms since, unlike the case in Chang (2000), our box is not moving at a constant speed, making computation of the extra terms impractical. We find that the baroclinic energy conversion term, already by far the dominant term at hour 2, continues growing very rapidly until hour 12, after which it remains at a large value until a sharp decay at hour 20. Concurrently, the average E dimension in this local area drops continuously from 9.6 to 7 (Fig. 8). Note that the sharp decrease in the baroclinic energy conversion at 20-h forecast lead time is partially a result of the chosen box slowing down relative to the peak of the energy conversion. Thus, while there is a small drop over the entirety of the low-dimensional area, the box itself shows a large decrease in the baroclinic energy conversion. This example illustrates that a simple local baroclinic energy conversion process can generate locally low-dimensional behavior, even in a complex weather prediction model based on the primitive equations and using a state-of-the-art physical parameterization package.

b. Example 2: Upper-tropospheric wave packet in the entrance to the Pacific storm track

Our second example occurred in a time window that overlaps with the one used in the previous example. For this example, however, we focus on an area located
Fig. 5. E dimension in a representative low-dimensional region computed for ensemble sizes 15, 30, 65, 95, 125, and 150 pairs of bred vectors. Note the difference in the color schemes between the upper-left panel and the other panels.
farther to the west, centered at about 48°N, 112°E. This is the region where upper-tropospheric wave packets propagating through Asia reach the entrance of the Pacific storm track (Chang and Yu 1999). In our case, waves propagating along the northern Asian waveguide (through Siberia) shape the flow of the selected area. The propagation of the wave packets is visualized by following the wave packet envelopes. To compute the envelopes, we use a method based on the Hilbert transform, presented in Zimin et al. (2003), which is more robust than the method of complex demodulation most frequently used in atmospheric studies (Lee and Held 1993). In the algorithm based on the Hilbert transform, 1) a one-dimensional signal is transformed into Fourier space; 2) the Fourier coefficients in a window of the relevant positive wave numbers are retained, while 3) the coefficients associated with the remaining positive wave numbers and all negative ones are set to zero; and 4) the inverse Fourier transform is applied to the filtered Fourier spectrum, and the envelope is defined as twice the modulus of the resulting signal.

In the initial stage, barotropic energy conversion leads to the development of a secondary low-dimensional area east of the entrance to the Pacific storm track (Fig. 9). Here, the E dimension becomes low where the barotropic energy conversion has a local peak. As the low-dimensional region moves into the Pacific storm track region, the lowest-dimensional spot begins to extend into regions east of the peak of barotropic energy conversion. This is due to a combination of the transfer of eddy kinetic energy (wave packet propagation) and the divergence of the ageostrophic geopotential flux becoming the dominant factor in generating eddy kinetic energy and reducing the local dimension (Fig. 10). Here, the picture of a process emerges, in which the low-dimensional region extends to the east with the wave packet (transfer of eddy kinetic energy) while the additional effect of the divergence of ageostrophic fluxes determines the location of the absolute local minimum of the dimension. Although this process starts much earlier than hour 21, that is the time when it becomes evident, leading to a rapid decrease of the E dimension in the area, where the center of the wave packet overlaps with the divergence of the ageostrophic geopotential fluxes. The decrease of the dimension is even more remarkable if we consider...
consider that, in our example, the initially positive barotropic energy conversion term becomes negative in the region of decreasing dimension.

Another interesting feature of this case is that the newly developed low-dimensional region merges into the low-dimensional region developed earlier by the pure baroclinic energy conversion (studied in our first example). The result is a low-dimensional region that
occupies a large area in the North Pacific and dominates the atmospheric flow even at such long forecast times as 56 h after the time when the secondary minimum started developing (Fig. 11). This can occur because the eastward propagation of the waves toward the North American continent is blocked by the large-scale flow. This leads to the development of a quasi-static wave pattern in the absence of processes that could remove the eddy kinetic energy accumulated earlier. This is an example in which the large-scale flow plays an implicit role in the development of low-dimensional atmospheric structures.

c. Example 3: Upper-tropospheric wave packet propagation in the Southern Hemisphere summer

The Southern Hemisphere storm track is the simplest among all storm tracks: it is essentially parallel to the latitude circles, and the wave amplitudes are zonal and nearly symmetric (Chang 1999). We found that this flow configuration is extremely favorable for the development of large, long-lived regions of very low E dimension. Here we present an example for the evolution of such a low-dimensional area (Fig. 12). This example is similar to example 2 in that the same three terms—ageostrophic geopotential fluxes, eddy kinetic energy transport, and barotropic energy conversion—play dominant roles. The barotropic energy conversion in this case is a nearly stationary feature centered at about 55°S, 165°E at the beginning of the period depicted in Fig. 12. This persistent energy conversion process is the result of a continuous propagation of eddy kinetic energy through a deformation zone associated with a quasi-stationary long wave. The eddy kinetic energy propagates from the upstream edge of the long wave, where the transport of eddy kinetic energy and the divergence of ageostrophic geopotential fluxes lead to the initial development of a weak trough and the associated local minimum of the E dimension. As time evolves, the combined effects of the continuous downstream propagation of eddy kinetic energy and steady barotropic energy conversion lead to the development of a new trough and an associated low-dimensional region at the downstream edge of the long-wave pattern.

d. Example 4: Anticyclonic wave breaking in the exit region of the Pacific storm track

This example is the evolution of the atmospheric flow in the northeast Pacific starting from 0000 UTC on 1
February 2000 (Figs. 13 and 14). The main focus is on the low-dimensional regions associated with a pair of cyclonic waves with an eddy anticyclonic center at about 40°N, 160°W at hour 4. This flow configuration is somewhat reminiscent of the Anticyclonic Vortex Control (AVC) of Orlanski (2003, his Fig. 10a), in which the anticyclonic wave breaking is due to a modest baroclinic forcing. There are important differences, how-

Fig. 9. E dimension (color shades) and barotropic energy conversion (thick contour lines). The contour interval is 150 m² s⁻² day⁻¹, and values between -150 and 150 m² s⁻² day⁻¹ are not shown. The geopotential height of the control forecast at the 30-kPa level (thin contour lines) is shown between 8400 and 9200 gpm, with 100-gpm intervals. Results are in the domain 30°–55°N, 95°–175°E and are shown every 5 h from 0100 UTC on 7 Feb 2000. The low-dimensional region of interest is marked by an arrow.
ever, between the idealized AVC and our example. Most importantly, in our case the background flow is not zonal, and the two cyclonic vortices are in very different stages of their evolutions.

On the one hand, the western cyclonic wave is a classic case of downstream baroclinic development, in which eddy kinetic energy is first generated only by the divergence of the ageostrophic geopotential fluxes (at hour 4; Fig. 13), triggering baroclinic energy conversion (at hour 14; Fig. 14), which later becomes the sole source of eddy kinetic energy (at hour 34; Fig. 14). These energy conversion processes generate local low-dimensional behavior.

On the other hand, the development of the eastern cyclonic wave is governed by the combination of a strong barotropic energy conversion and a weak divergence of the ageostrophic geopotential fluxes. As time evolves, the energy conversion by the transient features weakens, and the main axis of the low-dimensional region becomes aligned with the axis of the deepening large-scale trough. During this process, the dimension significantly decreases. A comparison of the time-

Fig. 10. E dimension (color shades) and divergence of the ageostrophic geopotential flux (orange contour lines) with contour interval 200 m$^2$ s$^{-2}$ day$^{-1}$ (values between −400 and 400 m$^2$ s$^{-2}$ day$^{-1}$ are not shown), ageostrophic geopotential flux at the 30-kPa level (arrows; values smaller than 10 000 m$^2$ s$^{-3}$ are not shown), and wave packet envelope (yellow contours) contour interval 1.5 m s$^{-1}$ (values smaller than 13 m s$^{-1}$ are not shown). The geopotential height of the control forecast at the 30-kPa level (thin black contour lines) is shown between 8400 and 9200 gpm, with 100-gpm intervals. Results are in the domain 30$^\circ$–50$^\circ$N, 100$^\circ$–155$^\circ$W and are shown every 7 h from 1100 UTC on 7 Feb 2000.
evolving flow with the 1-month time mean shows that they become increasingly similar to each other (especially on the eastern side of the trough). This explains the diminishing role of the transient features and also shows that synoptic-scale transient features can generate locally low-dimensional behavior in the slowly varying large-scale components of the flow.

e. Example 5: Targeted observations

A comparison of maps depicting the E dimension with results from the WSR00 targeted weather observations program revealed a strikingly close relationship between local low-dimensionality and the synoptic features sampled by observations during WSR00. Nearly all locations chosen for enhanced sampling were in regions of low-dimensionality (Fig. 15). (On one occasion, 0000 UTC on 13 February 2000, the local region was beyond the reach of the reconnaissance plane deployed in Hawaii.) This finding shows that the ensemble transform Kalman filter (ETKF; Bishop et al. 2001; Majumdar et al. 2001), which was used to determine the optimal dropsonde locations during WSR00, tends to select regions of local low-dimensionality. The fact that targeted data were always collected in regions of important synoptic-scale features and that these data led to a substantial overall forecast improvement (Szunyogh et al. 2002b) supports the view that regions of local low-dimensionality tend to play an important role in shaping the weather.

We select one of the WSR00 flight missions for further examination. The region of interest and the starting date are the same as in example 4, but this time we follow the evolution of the flow for a longer time (48 h). Targeted observations for this case were collected during a ferry flight from northern California to Hawaii. The changes in the forecast quality, shown by color shades in Fig. 16, are estimated by comparing two forecasts with the NCEP GFS to the operational NCEP analyses. One of the forecasts is initiated by assimilating all observations (including the targeted observations), while the other is initiated by assimilating all but the targeted observations. The forecast improvement due to the targeted data is defined by the difference between the absolute values of the surface pressure errors in the two forecasts.

On the initial leg of the flight, observed data were collected in a region of negative and then positive barotropic energy conversion (comparing the upper-most right panel in Figs. 14 and 16). Near the point where the flight track turned from the northeast–southwest to south direction, the dropsondes sampled a region of baroclinic energy conversion (upper-most left panels in Figs. 14 and 16). The relationship between forecast improvements and the regions of local low-dimensionality is apparent (Fig. 16). In this figure, the right-hand side panels are based on the global ensemble perturbations (used in our previous four examples), while the left-hand side panels are based on ensemble perturbations initially confined to the targeted region. These local initial perturbations were created by setting the perturbation amplitudes to zero outside the targeted regions in the global initial perturbations. To avoid nonphysical
effects at the localization boundaries, the perturbations were smoothed by a distance-dependent Gaussian filter (provided by J. Purser). Finally, a new forecast ensemble was recreated by running forecasts from the localized initial perturbations.

It can be seen by comparing the right- and left-hand side panels of Fig. 16 that the locally low-dimensional behavior in the prediction of the trough is mainly due to the locally low-dimensional behavior of the targeted region. Although the E dimensions are somewhat larger for the global initial perturbations, indicating that initial perturbations from outside the targeted region tend to increase the dimension, the locations of the lowest-dimensional regions are the same in the two ensembles. This demonstrates that a large portion of the dominant forecast error patterns can evolve confined to locally low-dimensional subspaces of the state space, even for seemingly complicated forecast situations that involve complex interactions between transient features and the large-scale flow.

5. Conclusions

This paper is the first application of the E dimension, introduced recently by Patil et al. (2001), to analyze the local complexity of atmospheric processes. We presented a number of scenarios for the development of
locally low $E$ dimensional atmospheric dynamics. These scenarios included pure baroclinic instabilities, complex processes involving baroclinic and barotropic instabilities, the divergence of ageostrophic geopotential fluxes, upper-tropospheric wave packet propagation, and interaction between transient and slowly varying components of the atmospheric flow. While local low-dimensionality is usually the result of complex processes, on most occasions, the decrease of the $E$ dimension is closely related to a single term of the eddy kinetic energy equation. When the largest term on the right-hand side of Eq. (4) is larger than $40 \text{ m}^2 \text{s}^{-2} \text{h}^{-1}$, the $E$ dimension decreases in 68% of all cases, while for a threshold of $60 \text{ m}^2 \text{s}^{-2} \text{h}^{-1}$ the $E$ dimension decreases in 77% of the cases and for a threshold of $80 \text{ m}^2 \text{s}^{-2} \text{h}^{-1}$ the $E$ dimension decreases in 85% of the cases.

In this study, the $E$ dimension was always applied to nonlinearly evolving finite amplitude ensemble perturbations. For these finite amplitude ensembles local low-dimensionality is a transient property. One may speculate, however, about the possibility of computing the $E$ dimension for linearly evolving infinitesimal perturbations. In this case, the $E$ dimension would characterize the dimensionality of the spaces tangent to the manifold upon which the atmospheric state evolves, and similarly to the Lyapunov (Kaplan–Yorke 1979) dimension, it would measure an inherent property of the atmospheric (model) dynamics. Although our perturbations are not infinitesimal, their initial amplitudes are typically small, and we speculate that the low-dimensional behavior we observe may initially reflect local low-dimensionality of the manifold upon which the state evolves. Our main result is the nontrivial find-
ing that local low-dimensionality of the error dynamics can prevail for an extended time, even if the amplitude of the perturbations is finite and complex nonlinear processes are involved.

The practical implication of our results is that there may be a wide range of weather events whose prediction can be enhanced by improving the initial conditions. This potential can be exploited by simply improving the initial conditions in the region of the primary instability. This can be achieved by using linear techniques to find the location where improvement in the initial conditions is most needed. The successful application of linear techniques to find the location of targeted weather observations, mentioned in the introduction, confirms this conclusion. A technique that can find the relationships between a chain of low-dimensional events may allow us to target the forecast effects of observations for even longer forecast times. The ETKF technique, based on the analysis of an ensemble of nonlinear forecasts, may well be just such a scheme. Exploring the relationship between ETKF results and the E dimension will be a subject of our future research.

Finally, we note that ensemble Kalman filter data assimilation schemes are expected to have an advantage over traditional optimal interpolation (OI) and three-dimensional variational data assimilation (3DVAR) schemes in estimating the atmospheric state in the low-dimensional regions. This belief is one of our main motivations to develop the local ensemble Kalman filter (LEKF) data assimilation scheme (Ott et al. 2004) that seeks the best estimate of the atmospheric state in local low-dimensional regions. Preliminary results with the LEKF, im-

![Fig. 14. E dimension (color shades), baroclinic energy conversion (thick black contour lines) and barotropic energy conversion (orange contour lines), both with contour interval 200 m$^2$ s$^{-2}$ day$^{-1}$ (values smaller than 200 m$^2$ s$^{-2}$ day$^{-1}$ are not shown), and the geopotential height of the control forecast at the 50-kPa level (thin black contour lines) with 100-gpm intervals, every 10 h from 0400 UTC on 1 Feb 2000.](image)
implemented on the same version of the NCEP GFS that is used in the present study, are very promising; under the perfect model scenario, a 40-member ensemble can accurately track the state of the model (Szunyogh et al. 2004), and the state estimates provided by the LEKF are particularly accurate in the midlatitudes where local low dimensionality occurs most frequently.

Fig. 15. Dropsonde locations (red crosses) and E dimension (color shades) for the WSR00-targeted observations field program.
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APPENDIX

Illustrations of the E Dimension on Simple Examples

Assume that the ensemble has five members, \( k = 5 \). If all five local vectors were identical (representing one dominant direction), then the singular values would be \((\sqrt{5}, 0, 0, 0, 0)\). This would yield E dimension 1. If the total variance in the ensemble was equally distributed between two orthogonal directions \( v_1 \) and \( v_2 \), then the
singular values would be \((\sqrt{5/2}, \sqrt{5/2}, 0, 0, 0, 0)\), and our statistic would yield \(E = 2\). If the local vectors again lay in the same two-dimensional subspace spanned by unit vectors \(v_1\) and \(v_2\), but the variance was not equally distributed between the two directions, then the \(E\) dimension would be a noninteger between 1 and 2. For instance, if all five local vectors had unit length, four of them pointed to the same direction, while the remaining one pointed to an orthogonal direction, the singular values would be \((2, 1, 0, 0, 0, 0)\), and \(E = 1.8\). While the dimension of the vector space spanned by the local vectors is 2, the \(E\) dimension is smaller, reflecting the degree of dominance of one direction over the other. We can also consider examples in which the local vectors are not of unit length. For instance, when the local vectors span a two-dimensional space, we might have singular values such as \((5, 1, 0, 0, 0, 0)\), which would yield \(E \approx 1.4\), indicating an even stronger dominance of one direction over the other.

Finally, Table A1 provides examples to illustrate the relationship between the \(E\) dimension and the dimensions based on thresholding the singular values or the explained variance. These examples show clearly that the distribution of the variance between the directions is best characterized by the \(E\) dimension.

<table>
<thead>
<tr>
<th>First two squared singular values</th>
<th>(E) dimension</th>
<th>(d_e)</th>
<th>(d_{rev})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\sigma_1 = 0.90, \sigma_2 = 0.05)</td>
<td>(1)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>(\sigma_1 = 0.48, \sigma_2 = 0.47)</td>
<td>(2)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>(\sigma_1 = 0.47, \sigma_2 = 0.46)</td>
<td>(2, 1)</td>
<td>2</td>
<td>3 or more</td>
</tr>
</tbody>
</table>
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